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1. Introduction 

Visual content understanding is a rapidly developing field of computer vision that focuses on
enabling machines to interpret and analyse visual information, such as images and videos, in a
manner similar to human perception. This includes a range of algorithms able to extract
meaningful information from visual data in order to detect and recognise objects, classify
images,  segment regions of interest,  recognise object activities  and many others. With the
recent advancements in machine learning and deep learning, these aforementioned tasks are
typically implemented using intelligent systems, which are trained on large datasets of
annotated visual data.

Visual content understanding has a wide range of potential applications and can bring significant
benefits to various research and professional fields. These fields include but are not limited to
robotics, autonomous vehicles, medical imaging and others. For instance, by understanding
visual content, robots can learn to recognise and interpret non-verbal cues, such as facial
expressions or gestures of humans, enhancing human-robot interaction. In the field of
autonomous driving, visual content understanding applications are crucial for enabling self-
driving cars to understand the objects in their surroundings, avoid occlusions and ensure safe
navigation in their environment. In healthcare, medical imaging analyses, disease diagnosis, as
well as treatment planning, are some tasks that visual content understanding tools can benefit,
assisting the medical staff. 

Security is another field in which visual content understanding algorithms can aid in accurately
detecting suspicious behaviour.  Thereby, surveillance methods have gained growing attention
from the research community as a measure to identify and prevent crimes. These methods
employ diverse technologies to process data of different types, ranging from textual to visual
evidence, to support Law Enforcement Agencies (LEAs) in their investigation processes. Visual
evidence, in particular, comprises images and videos captured from surveillance cameras placed
in both indoor and outdoor environments. As visual information becomes increasingly complex,
such as in crowded scenes where many objects appear, automatic methods for object detection
and recognition become necessary. Advanced technologies, incorporating learning techniques,
provide a solution to the problem by combining speed and accuracy when processing visual data,
thus eliminating the need for human interference. 
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2. Related work

This section presents a number of state-of-the-art computer vision approaches for object
detection and recognition that match the objectives of the INFINITY project. The section is
divided into two subsections, the first of which discusses object detection and tracking
techniques, while the second one addresses abandoned object detection techniques.

   2.1 Object Detection and Tracking

The goal of an object detection system is to scan digital images, search and locate instances of
each one of the Objects of Interest (OoI), as well as recognise their identity. Research has been
conducted over the years to improve object detection by introducing futuristic models that
incorporate Artificial Intelligence (AI) technologies to boost performance. As for their
applicability, object detection algorithms serve as a basis for many other important computer
vision tasks, such as autonomous driving, traffic control  and activity recognition.

Deep Learning (DL) has been the solution for object detection in recent years. It uses deep
feature representations and complex workflows to boost performance. Convolutional Neural
Networks (CNNs) trained on large datasets are especially effective for producing fast and
accurate object predictions. Object detectors are categorised into two architectures: single-
stage object detectors and two-stage object detectors. Single-stage object detectors directly
classify and predict the bounding boxes of object candidates, while two-stage object detectors
first extract Regions of Interest (RoI), and then classify and predict them.

YOLO is a single-stage object detector, which has become popular in industrial applications, as it
provides an efficient lightweight design with high performance. YOLO involves a single neural
network trained end-to-end to predict bounding boxes and class labels for each object
candidate. Until today, different versions of YOLO have been launched, such as YOLOv1,  
 YOLOv2, YOLOv3, and YOLOv4. Especially, YOLOv4 can achieve 43.5% Average Precision for the
Microsoft COCO dataset at a real-time speed of approximately 65 Frames Per Second (FPS) on
Tesla V100 GPU, demonstrating superior performance compared to other more complicated CNN
architectures.

Two-stage object detectors include Region-Based CNNs (R-CNNs), Fast-RCNNs, Faster-RCNNs,
Mask-RCNNs,  and others. R-CNN uses a selective search algorithm to find RoIs in the input
image, and then a CNN architecture to classify each one of them.  Fast-RCNN proposes a RoI
pooling layer to reduce the input image size, allowing faster feature extraction and classifier
training compared to the original R-CNN architecture.  In addition, Faster-RCNN includes a
Region Proposal Network (RPN), which is responsible for generating high-quality RoIs and
improves the efficiency of the entire detection system.  Mask-RCNN  adds a branch to the
Faster-RCNN model  that is used to generate segmentation masks for each detected object,
providing a more detailed representation of it.
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As for object tracking, relevant algorithms can be used to assign a unique identification to each
of the OoI detected in a video and build upon their past detections by linking them together to
form their trajectory over time. Additionally, any newly detected object can also be used to
initiate new trajectories. An object tracking algorithm should be able to identify and track
targets reliably, even when they are occluded, since this is a typical case in crowded
surveillance scenarios. Occlusions, i.e., the blocking of a target's view by another object or
person, can make it difficult to accurately track the target across multiple frames. However, an
effective object tracking algorithm should be able to account for these occlusions and still track
the target accurately.

Proposed architectures try to associate detections of objects in consecutive frames, taking into
account different types of cues, such as position, motion and visual appearance. The Simple
Online and Realtime Tracking (SORT) algorithm processes detections frame-to-frame and link
them together based on position and size features. More specifically, SORT propagates the
position of already created tracks to the following frame with the Kalman filter, and then
associates them with the new detection, measuring their overlap with the Intersection over
Union (IoU). DeepSORT algorithm is an extension of SORT with superior performance, as it
incorporates deep visual features creating a more informed association metric that combines
both motion and appearance information.

Within the context of the INFINITY project, YOLOv4 has been utilised as the object detector.
YOLOv4 is widely recognised as a state-of-the-art model in the field, renowned for its
exceptional speed and accuracy, making it an excellent fit for the objectives of the INFINITY
project. YOLOv4 focuses on detecting specific OoI, including persons, backpacks, suitcases, and
handbags. The output of YOLOv4 provides valuable bounding boxes for the detected objects,
accompanied by their respective confidence scores. Regarding object tracking, the Euclidean
distance has been employed as a metric to measure the distance between the detected objects
in consecutive frames. To determine the future position of an object in a frame, the object with
the shortest distance is selected in comparison to others in the next consecutive frame.

   2.2 Abandoned Object Detection

The detection of abandoned objects constitutes a critical component in surveillance systems
that aims to prevent criminal actions and ensure public safety by identifying objects that have
been left unattended in public spaces. For an object to be classified as abandoned, two
conditions must be satisfied: the object must remain in one place and not be located near any
individuals for a considerable length of time. 

The input in abandoned object detection (AOD) systems includes images and videos captured
from surveillance cameras in public spaces, such as airports, city squares and malls. This task
can run either online, with real–time processing of video streams, or offline, where already
captured video files are analysed at a later time. The OoI are typically bags, such as backpacks,
handbags and suitcases. In addition to the detection of abandoned objects, the identification of
their possible owner is also important. In this case, the system looks for the person that has
been captured to hold the object for a period before abandoning it.
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Intuitively, AOD systems assemble a number of sub-tasks that need to be completed in order to
detect abandoned objects, including at first the identification of the OoI, then the tracking of
their movement within the camera’s range, and finally the decision about whether they have
been abandoned. Thereby, the most effective AOD systems adopt a pipeline of modules that
handle the aforementioned sub-tasks separately. For this scope, two fundamental modules in
an AOD system are an object detector and an object tracking algorithm.

Various studies in the field of AOD have been conducted extensively, with many attempts to
solve the problem using deep learning methods. Dwivedi et al. propose a solution to detect
abandoned objects by first extracting foreground objects via background subtraction, and then
categorising them as static or moving by comparing their position in consecutive frames. For
their experiments, they mainly used the ABODA dataset.

In Shyam et al., the authors suggest a pixel-based system to detect abandoned objects, which
can perform in real-time.  They utilise sViBe for foreground object extraction, and subsequently
a pixel-based finite state machine for stationary object detection. Lastly, they use a Single Shot
MultiBox Detector (SSD) to recognise the OoI. The experiments were conducted using four
public datasets: PETS2006,  PETS2007,  AVSS2007,  and ABODA.

A deep learning framework for the detection of abandoned bags is proposed in Sidyakin et al.,
consisting of a two-block process. In the first block, the Gaussian mixture model is used for
pixel-level background modelling to output precise positions for the bounding boxes of the OoI.
In the second block, a CNN architecture is used for bag recognition on a regional level.   Similarly,
a two-stage method for luggage detection is proposed in Wojke et al. In this case, a motion
estimation model is added in the first stage along with background subtraction, and a cascade
CNN is utilised for the recognition of abandoned luggage, instead of a baseline CNN, as proposed
in Smeureanu et al.

In the context of the INFINITY project, a non-learning-based algorithm has been employed for
abandoned object detection. This algorithm determines whether an object has been abandoned
by analysing specific criteria. Firstly, it examines the state of the object, determining whether it
is in motion or stationary. Subsequently, it evaluates whether the object is attended to by a
person or if it is unattended. The use of a non-learning-based algorithm, instead of learning-
based ones, provides a lightweight approach that can deliver both speed and accuracy in the
results.
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In object detection and tracking tasks, objects’ size plays an important role in their detection
and tracking, as small objects can be difficult to detect and track.

In object tracking tasks, highly similar targets present a challenge for the relevant
algorithms, making it difficult to maintain distinct object identities.

In object tracking tasks, frequent occlusions can cause confusion in the detectors in
crowded environments, as they make targets indistinguishable, resulting in gaps in their
trajectories.

In object detection tasks, weather conditions, varying illuminations or shadows cause
inherent ambiguities when calculating the results.

3. Future Challenges and Opportunities

Despite the significant progress that has been made in the field of visual content understanding
in recent years, there are still many challenges to be addressed. Algorithms’ scalability,
interpretability, as well as data biases, are all examples of these challenges. In terms of
scalability, a computer vision algorithm that has been trained in a specific dataset needs to
perform well on a new set of unseen data. This is important for real-world applications, where
the algorithm needs to be able to handle a variety of inputs and produce accurate results. As for
interpretability, related issues occur when highly complex deep learning algorithms are
employed for a task, making it difficult to understand how and why these algorithms make
decisions. 

Interpretability is important, especially for debugging and improving the algorithm, as well as
building trust with end-users. Lastly, data bias issues occur when Machine Learning (ML)
algorithms tend to favour certain types of data over others, leading to misleading and
inaccurate results. The concept of bias in ML algorithms refers to the phenomenon where the
model assigns importance to specific features in order to achieve better generalisation across
larger datasets with diverse attributes, reducing sensitivity to individual data points. The
datasets used for the training of these algorithms play a critical role as their volume, diversity,
and relevance can impact the algorithm's performance. In other words, biases may arise if the
datasets are skewed or not fully representative of the groups they are intended to serve. For
example, in object detection and recognition, these issues can manifest as bias towards the
identification of certain types of objects.  

Additionally, while deep learning models have been shown to be highly effective at many visual
content understanding tasks, they can be computationally expensive and require large amounts
of training data. Therefore, addressing these challenges will require ongoing research and
collaboration between experts in computer vision, machine learning, and related fields in order
to ensure fair and accurate results.

Some technical challenges are presented below, pertaining to the problems associated with
many visual content understanding tools:
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Despite the above challenges, the existing technologies in the field of object detection and
tracking (as well as visual content understanding in general) provide many opportunities for
LEAs. One of the benefits is the ability to leverage efficient data-driven models and advanced
algorithms to help identify patterns and trends in criminal activities faster, enabling LEAs to
respond in a timely manner before threats arise. In other words, these technologies can improve
the speed and accuracy of the investigations by providing access to large volumes of data and
contributing to quickly narrowing down the search for evidence. Overall, these systems,
powered by AI technologies, can be used to enhance surveillance capabilities, allowing LEAs to
monitor activities in real-time, and subsequently, help them ensure public safety.
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